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Abstract

Many multicast applications, including audio and
video, require quality of service (QoS) guarantees from
the network. Hence, multicast admission control and re-
source reservation procedures will be needed. In this pa-
per we present a general framework for admission control
and resource reservation for multicast sessions. Within this
Sframework, efficient and practical algorithms that aim to
efficiently utilize network resources are developed. The
problem of admission control is decomposed into sev-
eral subproblems that include: the division of end-to-end
QoS requirements into local QoS requirements, the map-
ping of local QoS requirements into resource requirements,
and the reclaming of the resources allocated in excess.
These are solved independently of each other yielding a
set of mechanisms and policies that can be used to provide
admission control and resource reservation for multicast
connection establishment. The resource allocation algo-
rithms we consider specifically accommodate receiver het-
erogeneity (in both end-to-end and per-hop QoS require-
ments) by reserving necessary and sufficient resources for
a multicast session. An application of these algorithms in
the context of packetized voice multicast connections over
the Mbone is provided to illustrate their applicability.

1 Introduction

The increasing accessibility of IP-multicast on the In-
ternet has spurred a rapid growth in the number of mul-
ticast applications using the Internet. These include au-
dio (vat [14], NeVoT [17]) and video (nv [12]) which, be-
ing constrained to provide smooth play-out at the receiver,
require connection-oriented services and the allocation of
sufficient network resources in order to guarantee the de-
sired play-out quality. Unfortunately, such services are cur-
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rently not provided by the Internet and the play-out quality
for such applications has been quite variable.

In this paper we address the problem of connection
setup for such multicast applications that require quality
of service (QoS) guarantees on end-to-end delay or loss
probability. A solution to this problem requires establish-
ing a multicast tree (routing), checking whether or not the
application can be admitted on that tree (call admission),
and reserving resources. We present a general framework
for developing algorithms for performing call admission
and reserving the resources required to provide a desired
quality of service (QoS) to a multicast connection. Within
this framework, we also develop algorithms to solve these
problems. The approach to resource reservation is based on
the division of the end-to-end QoS requirement for each re-
ceiver into local QoS requirements at each of the links on
the path from the source to that receiver. A key result of
our work are algorithms which reclaim resources reserved
in excess due to the fact that two or more receivers may
impose different local QoS requirements on a path segment
that they share.

Much of the previous work on call admission has fo-
cussed on the development of mathematical models for
providing performance bounds, with applications to call
admission of unicast connections (see[S5, 9, 16]). Resource
allocation has been another topic of research in recent years
and various protocols have been developed: RSVP (21D,
ST-II ([18]), (also see [10, 1, 3]). Although RSVP and
ST-II support multicast applications, they merely provide
mechanisms, but not policies, for performing resource al-
location.

Route establishment is an important part of connection
establishment. However, we do not consider it in this paper
for several reasons. First, it has been studied extensively in
recent years (see [6, 2, 7, 8, 15, 19]). Second, we believe
that a good solution to the combined problem of routing
and call admission is one that focuses on each separately.
Several papers have considered the combined problem of
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route establishment and call admission of multicast ses-
sions, [15, 19]. However, these works have focussed on
solving a static optimization problem where all of the mul-
ticast sessions are known. A solution to this problem then
provides the routes and resource allocation that minimizes
some cost function that includes link cost and delay. The
solution is usually obtained through integer programming.
This problem reduces to the well known Steiner tree prob-
lem that has proven to be NP-complete. Our conclusion
that the two problems should be decoupled is also sup-
ported by observations in {19] that the cost of the multicast
tree constructed from shortest path multicast connections is
close to the minimum cost solution. Similar observations
were also made in [7].

Our approach to the problem of multicast connection
establishment is as follows: first route the multicast con-
nection (determine the multicast tree) using one of the ex-
isting algorithms and then do resource allocation (with ad-
mission control) and resource reclaiming on the multicast
tree. We address these latter two problems. The algorithms
are developed to solve a static multicast problem (where all
receivers are known before the session’s setup). An exten-
sion to solve a dynamic multicast problem (where receivers
can join or leave anytime during the life of the session) is
presented in [11]. Distributed algorithms for the receiver
oriented multicast connection establishment is the subject
of a future work.

In Section 2 we give a formal statement of the prob-
lem. A decomposition of the problem is found in Section 3
along with a number of alternative solutions to each sub-
problem. Section 4 illustrates the effectiveness of our al-
gorithms in the context of packetized voice multicast appli-
cations with a packet loss constraint running on a network
in which generalized processor sharing policies are used
as the link schedulers. The paper concludes with a discus-
sion of some of our assumptions along with a description
of work to be done in the future.

2 Problem description

In this section we formalize the problem of call admis-
sion and resource allocation for multicast sessions. We be-
gin with some notation:

e A network is represented by a directed graph G(V, E)
with weights associated with links (edges) (R;)icE,
R; > 0 corresponding to available resources; a link !

from A to B in G is denoted by A 4 B.

o« M =(S,D,(Q(S, D))pep) denotes a multicast ses-
sion where S is the source node, D = {D},..., DV}
is a set of N destination nodes and Q(S, D) is the
end-to-end QoS requirement for the (unicast) connec-
tion from S o D € D.

e T C G(V,E) is a directed tree in G (the multicast
tree) corresponding to routes from Stoall D € D.

AY
e If a path exists from A to B in T, denoted by (A, B)
then £(A, B) is the set of links, and N'(4, B) is the
set of nodes (including A and B) on that path. Note
that if the path exists in 7, it is unique. In the rest of
this paper we will consider only paths in 7.

The static multicast call admission problem addressed in
this paper is the following:

Given a network G, a multicast session M, and
a multicast tree T, based on the available net-
work resources (R;)ic g, determine whether M
can be admitted on route T and, if so, reserve the
necessary network resources.

The dynamic multicast problem is a variation of the above
where receivers can join or leave anytime during the life of
the session. In this paper we address the static multicast
problem. The dynamic multicast problem is addressed in
[11].

In solving the above problem we make the following
assumptions:

e The multicast tree 7 is known.

e The QoS metric considered is additive: the end-to-end
guarantee on a path can be expressed as the sum of the
link guarantees on that path.

e The resource needed by a session on a link is a frac-
tion of the total link bandwidth.

Link resource requirements increase as link QoS re-
quirements become more stringent.

Each node (router) includes a switch which is respon-
sible for packet forwarding on all outgoing links, and
a control processor which is responsible for resource
bookkeeping and admission control.

3 Structured Solution

We present a two phase algorithm for performing call
admission of multicast sessions in a network. First, an al-
location phase determines whether there are sufficient re-
sources along the paths within 7 to the destinations in or-
der to guarantee the end-to-end QoS requirements of M.
If the QoS requirements can be guaranteed, M is admitted
and the allocation phase performs an initial allocation of
resources to satisfy those requirements. A second, reclaim
phase is concerned with releasing some of the resources al-
located in 7 by taking advantage of situations where differ-
ent destinations share a path segment and require different
amounts of resources on that segment.
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The allocation phase algorithm includes the following
functionally independent components:

1. A mechanism to relate the local QoS requirement to
‘the resource to be allocated at the link (Section 3.1);

2. A policy to map the end-to-end QoS requirement for
a single destination into local QoS requirements (Sec-
tion 3.2).

The allocation phase algorithm is described in Section 3.3
and the reclaim phase algorithm in Section 3.4.
3.1 Mapping local QoS requirements to link re-
sources

The mapping between local QoS requirement and re-
sources at a link depends on the nature of the QoS (loss
probability, delay), the workload characteristics of the ses-
sion (e.g. linear bounded arrival process (LBAP) [16], ex-
ponentially bounded burstiness (EBB) [20], on/off Markov
fluid [13, 9]) and the link scheduling policy (First Come
First Served (FCFS), Generalized Processor Sharing (GPS)
[16], Earliest Deadline First (EDF) [10]). We assume that
the link scheduling policy exhibits the following two prop-
erties. First, the link scheduling policy supports sessions
requiring different local QoS guarantees at a link. A sec-
ond, highly desirable (but not mandatory) property is that
a newly accepted session does not affect any of the pre-
existing sessions’ QoS guarantees at a link.  The Gen-
eralized Processor Sharing (GPS) link scheduling policy
exhibits both properties, and will be part of our example in
Section 4.

Henceforth, we assume the existence of the following
functions:

R@)~T, H(T)~Q

where @ is the local QoS requirement at link / and T is the
amount of resources needed at ! to guarantee (), and H; is
the inverse function of F; (H; = F,_l).
3.2 Mapping end-to-end QoS to local QoS

In order to solve the problem of allocating resources at
the links given an end-to-end QoS requirement, we need
to first divide the end-to-end QoS requirement into local
QoS requirements (such that a session meeting every lo-
cal QoS requirement will also meet the end-to-end QoS
requirement) and then determine the resources required at
each link in order to achieve the local QoS using the func-
tion F}. QoS division is implemented in the following pro-
cedure:

COMPUTE_QOS_PATH(P, VP, Q; (Qi)iecp)) (1)

which takes as input a path P = (4, D) in 7, with at-
tribute Vp, and the end-to-end QoS requirement Q for P.
It outputs the local QoS requirements @Q; foreach! € L(P)

such that Elec(},) Q< Qand Fi(Q;) < R, Vle L(P)
where R; is the amount of available resources at . In many
cases we need the value @ for only one link [ € L(P) or
a value @ p that characterizes the QoS division on P (see
the end of Section 3.2.3 for the use of @ p). Given a path
P with attribute Vp, a link [ with attribute V;, and the QoS
requirement ) for P as input, then the procedure:

COMPUTE—QOS—LlNK(PJ,VPa‘/l)Q; QlaQP) @

has in some cases (see Section 3.2.2) lower computa-
tional complexity than COMPUTE_QOS_PATH. The pro-
cedures COMPUTE_QOS_PATH and COMPUTE.QOS _LINK
and path and link attributes are described in Section 3.2.2
for several QoS division policies.

3.2.1 The calculus of QoS division

Let A - B - C be two adjacent links in network
G. If the QoS is packet loss probability, then an upper
bound on the end-to-end loss probability is:

Pr(loss(4, C)) < Pr(loss(A, B)) + Pr(loss(B, C))

In the case that Pr(loss(4, C)) is small (< 1072), this is a
tight bound. In this case we write Q(A4,C) = Q; + Q.
If the QoS is a constraint on packet delay, then

max.delay(A, C) = max_delay(A, B) + max_delay(B, C)

and we write Q(A,C) = Q; + Q-
3.2.2 End-to-end QoS division policies

We describe two policies for dividing end-to-end QoS
requirements among the links on the end-to-end path. The
first policy attempts to divide the QoS requirements evenly
among the links, whereas the second allocates more strin-
gent QoS requirements to links having more available re-
sources.

Even division policy This policy allocates equal
shares of the end-to-end QoS among links on a path,
wherever possible. We begin by assuming that links
have sufficient resources to provide the local QoS
computed by the Even division policy. In Cowm-
PUTE-QOS.PATH(P, Vp, Q; (Q1)icc(p)), the end-to-end
QoS requirement @ on path P is divided into | L(P) |
equal parts: Q; = @/ | L(P) |, VI € L(P), us-
ing the path attribute Vp =| L(P) |. In CoM-
PUTE-QOS_LINK(P,1,Vp, Vi, Q; Q1,@p) the outputs are
Qi = Qp = Q/ | L(P)] for a specified [ € L(P). In
this computation only the path attribute is needed (Vp =|
L(P)|andV, = 0).

The case where one or more links has an insufficient
amount of resources to accommodate an even division of
QoS is considered in [11].

Proportional division policy This policy is designed to
balance the loads on the links in the network over the long
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term by allocating, for each new session, fewer resources
on those links that are more highly utilized and thus avoid-
ing the formation of bottleneck links.

Let U; be the utilization of link ! € L(P) (fraction
of resources that have been allocated), U, ,+ = max(Uj, €)
(0 < e € 1,eg €= 0.0001) and @ be the end-to-end
QoS to be guaranteed on P. Then the QoS assigned to link
1 € L(P) will be:

Q
Q= Ut 2
! EmEiE(P) U%

A consequence of this allocation is that higher uti-
lized links will be assigned less stringent QoS require-
ments (higher probability of packet loss or higher de-
lay). This in turn will result in the reservation of
fewer resources on that link. Note that Uz+ has been
defined so as to avoid a possible division by zero.
CoMPUTE-QOS_PATH(P, Vp, Q; (Q1)ic(p)) has the path
atribute Vp = (U})mec(p), computing @ as in
(3). COMPUTE_QOS._LINK(P,I,Vp,Vi,Q;Qi,Qp) has
the path attribute Vp = 37 . py U and the link at-
tribute V; = U;T. @ p is set equal to @, which is computed
as in (3).

For all the above QoS division policies, observe that,
given a path (4,C) and B € N(A,C) we have that
Vap + Vec = Va,c, which is used in the algorithms
in Section 3.4.

Division policies for QoS classes In the previous QoS
division policies we have assumed that a QoS guarantee
can take an arbitrary value within an interval on the real
line. There are systems (as in the example in Section 4)
where the QoS guarantee can only take one of a finite set
of values. Consider the case where (J; can take the values
qi; > --+ > g > 0atlink I, each value corresponding
to a QoS class j = 1,.., L. The Even and Proportional
division policies can easily be modified to accommodate a
finite number of QoS values by truncating each QoS result
to the closest smaller value in the set (and thus the end-to-
end QoS is still guaranteed). In this case, if Q; is the value
obtained by a division policy and if g;; < Q1 < @41, for
some i then g, ; is the QoS actually allocated on I.

3.2.3 The uniformity property

The Even and Proportional division policies exhibit a
uniformity property that enables us to design an efficient
resource reclaim algorithm in Section 3.4.2. The formal
definition of the uniformity property follows:

vie L(P). 3)

Definition 1 Let P be a QoS division policy, P* =
(S,D%),i = 1,2 be two paths sharing a common part
PN P? Q(S,D?),i = 1,2 their end-to-end QoS require-
ments and (Qf)leﬁ(pi) ,© = 1,2 the resulis of applying the

policy P on P and P2. P is said to be uniform if:

either Q! <Q? Vle L(P'nP?)
or Q}>Q} VleL(PnP?). @

Figure 1: An example of uniform QoS division

Uniformity is exemplified in Fig. 1 where the local QoS
requirement (=1) from the path (S, D') is less than that
from path (S, D?) (=3) for each shared link (i.e. links on
(S, A)). We prove the following in [11]:

Theorem 1 The Even and Proportional division policies
are uniform division policies.

The Even and Proportional QoS division policies also
exhibit the uniformity property when there are a finite num-
ber of QoS classes.

The above uniformity property allows us to introduce an
ordering among paths.

Definition 2 In the context of a uniform division policy,
P is less than P2, denoted P* < P2 if

Ql <@}

Given a set of paths, the path in the set that is minimum
with respect to the relation < yields the most stringent
QoS requirement on their common part. We refer to this
path as critical and we use this concept in Section 3.4.2.
Given the set of paths (PD )pep, that share link I, if ei-
ther Even or Proportional QoS division is performed on
each of them, then the critical path is the one having the
minimum QoS path characteristic  po derived by COM-
PUTE.QOS_LINK.

3.3 The allocation phase: admission control and

resource reservation

In the static multicast problem, an entire multicast ses-
sion M is presented to the network to be established.

The allocation phase is responsible for determining
whether there are sufficient resources at the links of the
multicast tree 7 such that the multicast session M can
be admitted. If M is admitted, a sufficient amount of re-
sources is allocated at the links in 7.

e L(PNPY) st
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Here we outline the allocation algorithm; centralized
and distributed versions are described in detail in [11].
This algorithm is an extensior, to multicast sessions, of
a scheme proposed for unicast sessions in [10]. It starts
by reserving enough resources to accomrnodate the tight-
est QoS achievable at each link of the multicast tree 7~
(essentially peak rate) and checks if the end-to-end QoS
thus obtained is no worse than the required one, for each
receiver D € D. For the receivers whose QoS require-
ments cannot be satisfied, the corresponding resources are
released. For each satisfiable receiver, its QoS requirement
is mapped into QoS requirements for each link on the path.
Finally, a link shared by multiple sender-receiver paths is
assigned the tightest (minimum) local QoS requirement.
This algorithm has a transactional form, is deadlock free
and the transient over-reservation of resources does not
significantly impact the network (see [11] for details). Ob-
serve that, after assigning the minimum of QoS on a shared
link, at least one sender-receiver path containing that link
has more resources allocated than necessary to guarantee
its end-to-end QoS requirement. The reclaim of such re-
sources in excess is the objective of the reclaim phase.

3.4 The reclaim phase: releasing resources allo-
cated in excess

Once the allocation phase is successfully completed (the
multicast session is accepted) the source can start transmit-
ting user data. At the same time, the resources allocated
in excess on the multicast tree can be reclaimed without
interfering with the user traffic.

3.41 The general algorithm

1

Ql=4 oleg
s ——5 S -© D
B 3 3
2 NGB
D b2
3
2
Q=12 Q=12

a) An example problem b) After Even QoS division

Q=4 Ql=4

Q12 Q12

) After allocation phase d) After reclaim phase

Figure 2: An example of resource aliocation and reclaim

The opportunity for resource reclaim phase is exem-
plified in Fig. 2 where paths (S, D!} and (S, D?) par-
tially overlap (2.a). After an Even division of end-to-end

QoS requirements (2.b) and assigning the tightest (mini-
mum) QoS to links on their common part (2.c), we have
Q(5,D*) =1+4+1+3+3=8< Q% We can reclaim
some resources on (A4,D?): Q(A4,B) = Q(B,D?) =
(12-2)/2 =5 2.4d).

GENERAL.RECLAIMER(input: A, D4, Vs, 4, Q(S, 4), (Vs,p)pep,

(Vm)meT, (Q(S, D)) pep; output: (Q1, Ti)ier,)
1 for { outgoing link from 4 do
2 iflisaleaflinkin7, A —» D
3 then Q; «+ Q(S, D) — Q(S, A)
4 Ti « F(Qi)
S else for D € D, do
6 Va,p < Vsp —Vs,a
7 COoMPUTE_QOS_LINK((4, D),1,Va,p, Vi,
Q(S, D) — Q(S, A); QF, Qca,p))

8 Qi + minpep, Q;

9 T, + F(Qr)

10 let Bbes.t. A —+ B

11 Q(S,B) + Q(5,4) +Qu

12 Vs, < Vs,a+Vap

13 GENERAL.RECLAIMER(B, D3, Vs, 5, Q(S, B),

(Vs,0)pep, (Vi) meT, (Q(S, D)) pep; (Q1, Th)ieTs)

Figure 3: The general reclaim algorithm

The reclaim algorithm is given in Fig. 3. The algorithm
takes as input a multicast tree rooted at A (denoted by 74)
and the associated end-to-end QoS constraints, and outputs
the minimal resource allocation (T}); needed to guarantee
the given QoS requirements. For each link [ outgoing from
A in T, GENERAL_RECLAIMER first allocates resources
to guarantee the tightest QoS requirement at link ! (lines 5-
9) and then calls itself recursively for I’s destination node
(lines 10-13). To reclaim the resources allocated in excess
for the entire tree T, the procedure call is:

GENERAL_RECLAIMER(S, D, V.5, Q(S, S), (Vs.p) pen,
(Vin)meT, (Q(S, D)) pep; (Qu)ieT, (Ti)ieT)

where the values for Vs p, D € D are known from the allo-
cation phase and Vs 5 and Q(S, S) are both zero. Taking
N =|D] as the number of destinations and M =|7] as the
number of links in the multicast tree, we show in [11] that
GENERAL_RECLAIMER has a worst case running time of
O(NM).
3.4.2 Animproved algorithm

The complexity of GENERAL_RECLAIMER can be re-
duced if the QoS division policy is uniform. Defining
a critical path in 7 being the set of links in 7 that get
their tightest QoS requirement from the same (“critical”)
receiver, we show in [11] that if the QoS division policy
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N
OF

Critical paths: (S,E), (A,D), (B,F)

Figure 4: A tree partitioned into critical paths

is uniform then T is partitioned in critical paths (see for
an example Fig. 4). The complexity is reduced in IM-
PROVED_RECLAIMER by computing the resource alloca-
tion once per critical path rather than once per link as in
GENERAL_RECLAIMER.

IMPROVED_RECLAIMER(input: S, D, (Vs,p)pep, (Vim)meT,
(Q(S, D)) pep; output: (Qu, Ti)ieT)
1 while 3 unmarked outgoing link from S (let C = S)
or 3 a branching node C with marked incoming link
and unmarked outgoing link(s) do

2 for | unmarked outgoing link from C' do

3 for D € D, do

4 Ve,p < Vs,p — Vs,o

5 CoMPUTE_QOS_LINK((C, D),l, Ve,p, Vi,

C?(Sl D) - Q(51 C)w QP) Q(C,D))

6 let Est. Q(c,ry = minpep, Q(c,b)

7 CoMpPUTE-QOS_PATH((C, E), (Vin)mec(C,E)»
Q(S, E) — Q(S,C); (@) mec(c.p))

8 forn € L(C, E) do

9 T, «+ F(QE)

10 let A, Bst. A" B

11 Q(S,B) « Q(S,A)+ QF

12 Vs, + Vs,a+Vas

13 mark(n)

Figure 5: The improved reclaim algorithm

The improved reclaim algorithm given in Fig. 5 starts
with the critical paths containing S, divides the QoS re-
quirement and allocates resources for all of its links and
marks them as processed. The remaining unmarked forest
is then considered, another critical path that starts with a
node from a processed path is selected and the procedure
is repeated until all of T is processed.

We prove in [11] that IMPROVED_RECLAIMER reduces
the worst case running time to O(N? + M) from O(N M)
for GENERAL_RECLAIMER. This reduction is important
since, in general, the number of leaves (V) of a tree is sig-
nificantly less than the number of links (M) in that tree.

4 A complete example

In this section we will illustrate the behavior of the vari-
ous mechanisms with an application. We then evaluate by
simulation the effectiveness of resource allocation under
the Even and Proportional division policies with and with-
out resource allocation. The network consists of nodes
that use Generalized Processor Sharing (GPS) as the link
scheduling policy among L classes of sessions (the same
set of classes is used for all links in the network). Class k is
characterized by the packet loss probability ¢y, that is guar-
anteed at each node for all sessions admitted in that class.
All packets from sessions within a class at a link are ser-
viced using FIFO scheduling using a common buffer with
capacity By.

We take as the source traffic for multicast sessions,
packetized voice modeled as i.i.d. on/off Markov fluids
[4] sending data with a constant rate r during the “on” pe-
riod and not sending anything during the “off” period. The
durations of the “on” and “off”’ periods are exponential ran-
dom variables with means 1/ and 1/ respectively. We
show in [11] based on [13, 5] that in order to guarantee the
loss probability g, at a link, it is sufficient to reserve the
following effective bandwidth at that link:

i‘;c—q&r—u-)\+.\/(i‘;¢l"-r—u+>\)2+4)\p

9= log gy
By

F(qe) =

&)

Given a link with available capacity a and a new session
that requires the loss probability g at that link, the session
can be admitted at that link if F'(gx) < a. After the re-
source reservation, the new available capacity of the link
becomes a — F(gy).

4.1 Simulations

-

Figure 6: The T3 MBone

The simulations are performed in the context of an ex-
isting multicast network topology: the Internet multicast
backbone (MBone) as of January 1995, restricted to its T3
(45Mb/s) bidirectional links (Fig. 6). We assume that only
5% of the T3 capacity is used for voice multicast appli-
cations, so each unidirectional link will have a bandwidth
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of ¢ = 2.25Mb/s allocated for multicast sessions. Multi-
cast sessions are generated according to a Poisson process
with parameter o and their durations are exponentially dis-
tributed with mean 1/8. p = /8 characterizes the load
offered to the network, i.e. the average number of multi-
cast sessions that would exist at any time in an infinite re-
source network. Each multicast session has its source and
destinations chosen with equal probability from the nodes
of the network. The number of destinations is uniformly
distributed in the range 1, .., 16. The sessions’ arrival pro-
cess is an on/off Markov fluid modelling packetized voice
having: mean “on” time 1/u = 0.352s, mean “off” time
1/XA = 0.650s, and peak rate r = 32Kb/s, values of-
ten used in the literature [4]. Each class has a buffer ca-
pacity of B = 30Kb. The end-to-end loss probability
for each source-destination pair is 10~% where the expo-
nent a is uniformly distributed in the range [1,3]. Each
node has 10 QoS classes corresponding to the bandwidths
17,18....,26Kb/s that covers the range of loss probabil-
ity of [10™7,107]. We can see that in this case the relative
over-reservation of bandwidth due to admission in the next
QoS class is less than 6%. We use the method of inde-
pendent replications and the confidence intervals in Fig. 7
have 90% confidence level. The same series of multi-

Blocking probability of the network
using various division policies

107!
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; e Reclaimed Even div
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Figure 7: The blocking probability v.s. offered load

Relative gain in blocking probability
upon nonreclaimed Even division
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Figure 8: The relative gain

cast calls are simulated under four scenarios: Even divi-
sion policy (Section 3.2.2) and Proportional division policy
(Section 3.2.2) with and without the reclaim phase (Sec-
tion 3.4). Fig. 7 shows the network’s call rejection proba-
bility as a function of the offered load p, and Fig. 8 shows
the relative difference in the performance of reclaimed
Even, non-reclaimed Proportional and reclaimed Propor-
tional with respect to non-reclaimed Even as a function of
offered load. We can see that both the reclaimed Even di-
vision and non-reclaimed Proportional division bring sig-
nificant gain (lower blocking probability) compared to the
non-reclaimed Even division. This gain is further increased
if we combine the two in the reclaimed Proportional divi-
sion, as seen in Fig. 8 that plots the relative gain.

S Discussions, conclusions and future work

We have developed solutions to the problems of call ad-
mission control and resource reservation for a multicast ap-
plication once a route (multicast tree) has been chosen. The
algorithm consists of two phases. The first is responsible
for determining whether or not the call can be accepted
and, if so, reserving sufficient resources to guarantee the
QoS requirements. As the resource allocation is based on
considering the multicast session as a set of unicast ses-
sions, the reclaim phase is responsible for refining the allo-
cation by accounting for the fact that different destinations
which share a path segment may differ in their local QoS
requirements on this segment. A set of efficient reclaim
algorithms based on the uniformity property exhibited by
the Even and Proportional QoS division policies was pre-
sented. A preliminary evaluation of these algorithms was
presented in a stochastic GPS network, where it was ob-
served that the reclaimed Proportional QoS division policy
provides a 20% to 60% decrease in call rejection probabil-
ity compared to other policies.

Although we used packet loss probability as the QoS
metric in our example, all of the algorithms apply equally
as well in the case that the QoS metric is maximum packet
delay. Furthermore, the algorithms can be applied to QoS
metrics such as the probability that the end-to-end delay
exceeds a known quantity and a bound on delay jitter with
minor modifications.  Our allocation and reclaim algo-
rithms can be extended to be receiver oriented (where re-
ceivers initiate their join/leave to the multicast session) and
to be distributed (where the computations and necessary
data for allocation and reclaim of resources are distributed
in the nodes of the multicast tree). This is the subject of
our ongoing research. Also open for future investigation
is the analysis of new QoS division policies. Even though
the Proportional division policy has proven better than the
Even division, we believe that some nonlinear dependen-
cies of resource allocation with the link utilization would
result in an even better network blocking probability. An-
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other interesting direction of study is the behavior of vari-
ous QoS division policies in the context of session correla-
tions as is the case of filters proposed by RSVP.
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